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Important subjective

Lec 23 - Regular languages

1. Define regular languages and provide examples.
Answer: Regular languages are a class of formal languages that can be recognized by a 
deterministic or non-deterministic finite automaton. Examples of regular languages include 
binary strings with an even number of 0's, strings of a's and b's where every a is followed by a b, 
and strings of a's and b's that contain at least one a and at least one b.

Explain the Pumping Lemma for regular languages.
Answer: The Pumping Lemma for regular languages states that for any regular language L, 
there exists a constant n such that any string in L of length greater than or equal to n can be 
divided into three parts: u, v, and w, such that uvw is in L, |v| > 0, and for all i >= 0, uv^iw is also 
in L.

What is the difference between a regular language and a context-free language?
Answer: The main difference between a regular language and a context-free language is the 
type of grammar used to generate the language. Regular languages are generated by regular 
grammars, while context-free languages are generated by context-free grammars.

Provide an example of a regular expression for a language that accepts all strings of 0's 
and 1's that contain the substring "101".
Answer: The regular expression for this language is (0+1)101(0+1).

Can a regular language have an infinite number of strings? Explain your answer.
Answer: Yes, a regular language can have an infinite number of strings. For example, the 
language of all strings of 0's and 1's is a regular language and has an infinite number of strings.

Explain the concept of closure properties in the context of regular languages.
Answer: Closure properties refer to the ability of regular languages to be combined and 
transformed in various ways to create new regular languages. Closure properties include union, 
concatenation, and Kleene star.

What is the difference between a deterministic finite automaton (DFA) and a non-
deterministic finite automaton (NFA)?
Answer: The main difference between a DFA and an NFA is in their transition functions. In a 
DFA, each transition is uniquely determined by the current state and the input symbol, while in 
an NFA, there may be multiple possible transitions for a given input symbol and state.

Define a regular grammar and provide an example.
Answer: A regular grammar is a type of grammar that generates a regular language. It consists 
of a set of productions, where each production is of the form A -> aB or A -> a, where A and B 



are non-terminals and a is a terminal symbol. An example of a regular grammar is S -> 0S | 1S | 
?, which generates the language of all strings of 0's and 1's.

What is the difference between a regular expression and a regular grammar?
Answer: The main difference between a regular expression and a regular grammar is the way 
they describe regular languages. A regular expression is a pattern that describes a set of 
strings, while a regular grammar is a set of production rules that generate the same set of 
strings.

Can every regular language be recognized by a deterministic finite automaton? Explain 
your answer.
Answer: Yes, every regular language can be recognized by a deterministic finite automaton, as 
a DFA is equivalent in power to a regular expression and can recognize any regular language.



Lec 24 - Complement of a language

1. Define the complement of a language and provide an example.
Answer: The complement of a language L over an alphabet ? is the set of all strings in ?* that 
are not in L. For example, if L = {a, aa, aaa}, then the complement of L is {?, b, ab, ba, bb, ...} 
where ? is the empty string and b belongs to ? but not in L.
How can the complement of a language be obtained using an automaton?
Answer: The complement of a language can be obtained by complementing the final and non-
final states of the automaton representing the language. That is, if M is an automaton that 
recognizes L, then the complement of L can be recognized by the automaton M' = (Q, ?, ?, q0, 
F') where F' = Q - F.
Is the complement of a regular language always regular? Explain.
Answer: Yes, the complement of a regular language is always regular. This can be shown by 
constructing a DFA for the complement language using the method described in the previous 
question.
Can a language and its complement both be regular? Explain.
Answer: No, a language and its complement cannot both be regular. This is because if a 
language L is regular, then its complement L' is also regular. But if both L and L' are regular, 
then their intersection (i.e., the empty language) must also be regular. However, the empty 
language is not regular, so this is a contradiction.
What is the complement of the language {?}?
Answer: The complement of the language {?} is the set of all non-empty strings over the 
alphabet ?.
Can the complement of an infinite language be finite? Explain.
Answer: Yes, the complement of an infinite language can be finite. For example, if L = {a^n | n is 
even}, then its complement is {a^n | n is odd}, which is finite.
What is the complement of the language ?*?
Answer: The complement of the language ?* is the empty language.
Is the complement of a context-free language always context-free? Explain.
Answer: No, the complement of a context-free language is not always context-free. This can be 
shown using the pumping lemma for context-free languages.
Can a language and its complement both be context-free? Explain.
Answer: Yes, a language and its complement can both be context-free. For example, consider 
the language L = {a^n b^n | n >= 0}. Both L and its complement are context-free.
What is the complement of the language {a^n b^n | n >= 0}?
Answer: The complement of the language {a^n b^n | n >= 0} is the set of all strings that do not 
have the form a^n b^n, i.e., {?, a, b, ab, ba, ...}.



Lec 25 - Nonregular languages

1. Define what is meant by a nonregular language.
Answer: A nonregular language is a language that cannot be described by a regular expression 
or recognized by a finite automaton.

What is the pumping lemma for regular languages?
Answer: The pumping lemma for regular languages states that every regular language has a 
pumping length, such that any string longer than the pumping length can be divided into three 
parts: u, v, and w. For any integer i ? 0, the string uv^iw is also in the language.

Explain the difference between a regular language and a context-free language.
Answer: A regular language can be recognized by a finite automaton, while a context-free 
language can be recognized by a pushdown automaton.

Give an example of a nonregular language.
Answer: An example of a nonregular language is the language of all palindromes over the 
alphabet {a, b}, where the number of a's and b's is equal.

What is the Myhill-Nerode theorem?
Answer: The Myhill-Nerode theorem is a theorem in formal language theory that states that a 
language is regular if and only if it has a finite number of equivalence classes under the right-
invariant and left-invariant relations defined by the language.

What is the difference between a deterministic finite automaton (DFA) and a 
nondeterministic finite automaton (NFA)?
Answer: A deterministic finite automaton has exactly one transition for each input symbol and 
current state, while a nondeterministic finite automaton may have multiple transitions for the 
same input symbol and current state.

Can a nonregular language be context-free?
Answer: Yes, a nonregular language can be context-free.

What is the closure property of regular languages?
Answer: The closure property of regular languages states that the union, concatenation, and 
Kleene star of regular languages are also regular.

Give an example of a language that is not regular.
Answer: An example of a language that is not regular is the language of all strings of the form 
0^n1^n2^n, where n is a nonnegative integer.

How can the pumping lemma be used to prove that a language is not regular?
Answer: The pumping lemma can be used to prove that a language is not regular by assuming 
that the language is regular, choosing a string that is longer than the pumping length, and 
showing that the string cannot be pumped. This contradicts the assumption that the language is 
regular, so the language must be nonregular.



Lec 26 - Pumping Lemma

1. What is the Pumping Lemma used for?
Answer: The Pumping Lemma is used to prove that a language is not regular by showing that 
there is a string in the language that cannot be pumped. This is a powerful tool for analyzing the 
properties of regular languages and determining whether a given language is regular or not.

What is the statement of the Pumping Lemma?
Answer: The Pumping Lemma states that for any regular language L, there exists a pumping 
length p such that any string s in L of length at least p can be divided into three parts, s = xyz, 
where y is non-empty and the length of xy is at most p, and for all i ? 0, xyiz is also in L.

How do you use the Pumping Lemma to prove that a language is not regular?
Answer: To prove that a language is not regular using the Pumping Lemma, you assume that 
the language is regular and then choose a string in the language that cannot be pumped. If you 
can show that no matter how the string is divided into three parts, there is always an i such that 
xyiz is not in the language, then you have proven that the language is not regular.

Does the Pumping Lemma apply to all regular languages?
Answer: No, the Pumping Lemma does not apply to all regular languages. It only applies to a 
subset of regular languages that satisfy certain conditions.

Can the Pumping Lemma be used to prove that a language is regular?
Answer: No, the Pumping Lemma cannot be used to prove that a language is regular. It can 
only be used to prove that a language is not regular.

What is the pumping length?
Answer: The pumping length is a value p that is used in the statement of the Pumping Lemma. 
It is the length of the string at which the lemma guarantees that there is a substring that can be 
pumped.

What is the pumping lemma for regular expressions?
Answer: The pumping lemma for regular expressions is a variation of the Pumping Lemma that 
applies specifically to regular expressions. It states that for any regular expression E, there 
exists a pumping length p such that any string in the language generated by E of length at least 
p can be divided into three parts, s = xyz, where y is non-empty and the length of xy is at most 
p, and for all i ? 0, xyiz is also in the language.

Can the Pumping Lemma be used to prove that a language is context-free?
Answer: No, the Pumping Lemma cannot be used to prove that a language is context-free. It 
only applies to regular languages.

Why is the Pumping Lemma important in computer science?
Answer: The Pumping Lemma is important in computer science because it provides a powerful 
tool for analyzing the properties of regular languages and determining whether a given language 
is regular or not. This is useful in many applications, such as parsing and code optimization.

What is the difference between the pumping lemma and the pumping lemma for context-
free languages?
Answer: The pumping lemma for context-free languages is a variation of the Pumping Lemma 



that applies specifically to context-free languages, whereas the Pumping Lemma applies to 
regular languages. The pumping lemma for context-free languages has a more complicated 
statement and proof than the Pumping Lemma, and it is used to prove that a language is not 
context-free.



Lec 27 - Pumping Lemma version II

1. What is the Pumping Lemma Version II used for?
Answer: The Pumping Lemma Version II is used to determine whether a language is context-
free or not.

What is the difference between the original Pumping Lemma and the Pumping Lemma 
Version II?
Answer: The original Pumping Lemma applies to regular languages, while the Pumping Lemma 
Version II applies to context-free languages.

What is the pumping length in the Pumping Lemma Version II?
Answer: The pumping length is the length of the shortest string in the language.

What are the five parts that a string in a context-free language can be divided into for the 
Pumping Lemma Version II?
Answer: A string can be divided into uvxyz, where |vxy| ? p, |vy| ? 1, and for all i ? 0, uvixyiz is 
also in the language.

What is the purpose of the pumping length in the Pumping Lemma Version II?
Answer: The pumping length ensures that the middle segment of a string can be repeated any 
number of times while still remaining in the language.

How can the Pumping Lemma Version II be used to prove that a language is not context-
free?
Answer: If the conditions of the Pumping Lemma Version II cannot be satisfied for a particular 
language, then that language is not context-free.

What is the significance of the length of the middle segment in the Pumping Lemma 
Version II?
Answer: The length of the middle segment ensures that it can be repeated any number of times 
while still remaining in the language.

What is the condition for the non-empty segment in the Pumping Lemma Version II?
Answer: The non-empty segment must have a length greater than zero.

How many iterations of the middle segment are required in the Pumping Lemma Version 
II?
Answer: Zero iterations are required, but any number of iterations can be performed.

What is the advantage of using the Pumping Lemma Version II in language processing?
Answer: The Pumping Lemma Version II can be used to prove that a language is context-free, 
which is useful in language processing for parsing and other tasks.



Lec 28 - Pseudo theorem

1. What is a pseudo theorem?
Answer: A pseudo theorem is a statement that appears to be a theorem, but is actually false.

Why are pseudo theorems dangerous?
Answer: Pseudo theorems can be misleading and can lead to incorrect conclusions if not 
identified and corrected.

How can we identify a pseudo theorem?
Answer: By carefully scrutinizing its assumptions and logical steps.

What is the difference between a true theorem and a pseudo theorem?
Answer: A true theorem is a statement that has been rigorously proven to be true, while a 
pseudo theorem is a statement that appears to be true but is actually false.

Give an example of a pseudo theorem related to mathematics.
Answer: All real numbers are rational.

What is the significance of pseudo theorems in mathematics?
Answer: Pseudo theorems can lead to wasted effort and can hinder progress in mathematics.

How can we avoid falling for pseudo theorems?
Answer: By developing critical thinking skills and by carefully scrutinizing any purported theorem 
before accepting it as true.

What is the difference between a paradox and a pseudo theorem?
Answer: A pseudo theorem is a false statement, while a paradox is a self-contradictory 
statement.

What is an example of a pseudo theorem related to physics?
Answer: The laws of physics are different in different parts of the universe.

Why is it important to correct pseudo theorems?
Answer: To prevent incorrect conclusions and to ensure that mathematical progress is based on 
solid, rigorous foundations.



Lec 29 - Decidability

1. Define decidability.
Answer: Decidability is a property of a problem or language, which refers to the ability to 
determine whether a given input belongs to the problem or language in a finite amount of time.

What is the difference between a decidable language and an undecidable language?
Answer: A decidable language is one for which there exists an algorithm that can determine 
whether a given input belongs to the language in a finite amount of time. An undecidable 
language, on the other hand, is one for which no such algorithm exists.

What is the halting problem?
Answer: The halting problem is the problem of determining, for a given input and program, 
whether the program will eventually halt or run forever.

What is the Rice Theorem used for?
Answer: The Rice Theorem is used to prove the undecidability of problems.

What is the difference between a decidable problem and a problem that is solvable in 
polynomial time?
Answer: A decidable problem is one for which there exists an algorithm that can determine 
whether a given input belongs to the problem in a finite amount of time. A problem that is 
solvable in polynomial time, on the other hand, is one for which there exists an algorithm that 
can solve the problem in a number of steps that is proportional to the input size raised to some 
fixed power.

What is the Church-Turing Thesis?
Answer: The Church-Turing Thesis states that any problem that can be solved by an algorithm 
can be solved by a Turing machine, and vice versa.

What is the difference between a language that is decidable and a language that is semi-
decidable?
Answer: A language that is decidable is one for which there exists an algorithm that can 
determine whether a given input belongs to the language in a finite amount of time. A language 
that is semi-decidable, on the other hand, is one for which there exists an algorithm that can 
accept any input that belongs to the language, but may not halt on inputs that do not belong to 
the language.

Can a language be both decidable and semi-decidable?
Answer: Yes, a language can be both decidable and semi-decidable. An example of such a 
language is the set of even numbers.

What is the difference between decidability and computability?
Answer: Decidability refers to the ability to determine whether a given input belongs to a 
problem or language in a finite amount of time, while computability refers to the ability to solve a 
problem using an algorithm.

Is there a relationship between decidability and complexity?
Answer: Yes, there is a relationship between decidability and complexity. Decidable problems 
are typically those that are solvable in polynomial time, while undecidable problems are typically 



those that are at least as hard as the halting problem, which is known to be unsolvable in any 
amount of time.



Lec 30 - Context Free Grammar (CFG)

1. What is a context-free grammar, and how is it used to generate a language?
Answer: A context-free grammar is a formal notation for describing the rules for generating a 
language. It consists of a set of production rules that specify how to derive the strings of a 
language. To generate a language using a context-free grammar, we start with a start symbol, 
and we repeatedly apply the production rules until we obtain a string of terminal symbols that 
belongs to the language.

2. What is the difference between a terminal symbol and a non-terminal symbol in a 
context-free grammar?
Answer: A terminal symbol is a symbol that cannot be further derived in a context-free grammar. 
It represents an element of the language being generated. A non-terminal symbol, on the other 
hand, is a symbol that can be further derived using the production rules of the grammar. It 
represents a category of elements that can be generated by the grammar.

3. What is a parse tree in the context of context-free grammars?
Answer: A parse tree is a graphical representation of the derivation of a string in a context-free 
grammar. It shows the order in which the production rules were applied to generate the string. 
The tree has the start symbol at the root, and the leaves represent the terminal symbols of the 
string.

4. What is a leftmost derivation in a context-free grammar?
Answer: A leftmost derivation is a type of derivation in which the leftmost non-terminal symbol in 
the current string is always replaced by its corresponding production rule. This type of derivation 
is useful for constructing parse trees from the grammar.

5. What is the Chomsky normal form of a context-free grammar?
Answer: The Chomsky normal form is a standard form for context-free grammars in which every 
production rule has at most two non-terminal symbols on the right-hand side. This form is useful 
for simplifying the grammar and for certain types of analyses of the grammar.

6. What is the pumping lemma for context-free languages?
Answer: The pumping lemma for context-free languages is a tool for proving that a language is 
not context-free. It states that if a language is context-free, then any string in the language of 
sufficient length can be divided into three parts, such that the middle part can be repeated any 
number of times and the resulting string is still in the language.

7. What is ambiguity in the context of context-free grammars?
Answer: Ambiguity occurs when a string in a language can be generated by more than one 
parse tree. This can lead to difficulties in parsing and understanding the meaning of the string.

8. What is the difference between a context-free language and a regular language?
Answer: A context-free language is a language that can be generated by a context-free 
grammar, while a regular language is a language that can be generated by a regular grammar. 
Regular grammars are less powerful than context-free grammars, and can generate only a 
subset of the languages that context-free grammars can generate.

9. What is the purpose of the start symbol in a context-free grammar?
Answer: The start symbol is a non-terminal symbol that represents the entire language being 
generated by the grammar. It is used as the initial symbol in the derivation process.



10. What is a derivation tree, and how is it used to analyze a context-free grammar?
Answer: A derivation tree is a tree that represents the derivation of a string in a context-free 
grammar. It shows the sequence of production rules that were applied to generate the string. 
Derivation trees can be used to analyze the properties of the grammar, such as ambiguity and 
the existence of certain types of structures in the language.



Lec 31 - CFG terminologies

1. What is a derivation tree in context-free grammars?
Answer: A derivation tree shows how a given string can be derived from the start symbol of the 
grammar.

Define sentential form in the context of CFGs.
Answer: A sentential form is a string consisting of terminals and nonterminals that can be 
derived from the start symbol of a CFG.

What is the difference between leftmost and rightmost derivations?
Answer: A leftmost derivation replaces the leftmost nonterminal in each step, while a rightmost 
derivation replaces the rightmost nonterminal in each step.

What is a parse tree in context-free grammars?
Answer: A parse tree is a graphical representation of the derivation of a string in a context-free 
grammar.

What is a production rule in a CFG?
Answer: A production rule is a rule that specifies how a nonterminal can be replaced with a 
sequence of terminals and nonterminals.

What is a nullable symbol in a CFG?
Answer: A nullable symbol is a nonterminal that can derive the empty string.

Define ambiguous grammars.
Answer: An ambiguous grammar is a grammar that can derive a string in multiple ways, leading 
to multiple parse trees.

What is the Chomsky normal form of a CFG?
Answer: The Chomsky normal form is a form of a CFG where every production rule has either 
two nonterminals or one terminal on the right-hand side.

What is the difference between left recursion and right recursion in a CFG?
Answer: Left recursion is when a nonterminal appears as the leftmost symbol in one of its 
production rules, while right recursion is when it appears as the rightmost symbol.

What is the difference between a terminal and a nonterminal symbol in a CFG?
Answer: Terminal symbols are symbols that appear in the input string, while nonterminal 
symbols are symbols that can be replaced by a sequence of terminals and nonterminals during 
the derivation.



Lec 32 - Trees

1. What is a tree in computer science?
A tree is a non-linear data structure used to represent hierarchical relationships between 
elements. It consists of a collection of nodes connected by edges.

What is a binary tree?
A binary tree is a tree data structure where each node can have at most two children, referred to 
as the left child and the right child.

What is a complete binary tree?
A complete binary tree is a binary tree in which every level, except possibly the last, is 
completely filled, and all nodes are as far left as possible.

What is a balanced binary tree?
A balanced binary tree is a binary tree in which the left and right subtrees of every node differ in 
height by no more than one.

What is a traversal of a tree?
A traversal of a tree is a process of visiting each node in the tree exactly once in some order.

What is the preorder traversal of a binary tree?
The preorder traversal of a binary tree visits each node in the following order: root, left subtree, 
right subtree.

What is the inorder traversal of a binary tree?
The inorder traversal of a binary tree visits each node in the following order: left subtree, root, 
right subtree.

What is the postorder traversal of a binary tree?
The postorder traversal of a binary tree visits each node in the following order: left subtree, right 
subtree, root.

What is a binary search tree?
A binary search tree is a binary tree in which every node's left subtree contains only nodes with 
keys less than the node's key, and every node's right subtree contains only nodes with keys 
greater than the node's key.

What is a heap?
A heap is a complete binary tree that satisfies the heap property: the key of each node is either 
greater than or equal to (in a max heap) or less than or equal to (in a min heap) the keys of its 
children.



Lec 33 - Polish Notation

1. What is the Polish notation?
Answer: Polish notation, also known as prefix notation, is a way of writing arithmetic 
expressions in which the operators are placed before their operands.

Who introduced the Polish notation?
Answer: Polish notation was introduced by the Polish mathematician Jan Lukasiewicz in the 
1920s.

What are the advantages of using Polish notation?
Answer: The advantages of using Polish notation are that it eliminates the need for parentheses 
and removes ambiguity in the order of operations.

How do you evaluate an expression in Polish notation?
Answer: To evaluate an expression in Polish notation, you start from the left and read the 
expression from right to left. When you encounter an operator, you apply it to the two most 
recent operands in the stack.

What is the reverse Polish notation?
Answer: Reverse Polish notation (RPN), also known as postfix notation, is a way of writing 
arithmetic expressions in which the operators are placed after their operands.

What are the advantages of using reverse Polish notation?
Answer: The advantages of using reverse Polish notation are that it eliminates the need for 
parentheses and removes ambiguity in the order of operations, just like Polish notation.

What is the difference between Polish notation and reverse Polish notation?
Answer: The main difference between Polish notation and reverse Polish notation is the 
placement of the operators: Polish notation places the operators before the operands, while 
reverse Polish notation places the operators after the operands.

What is the role of a stack in evaluating expressions in Polish notation?
Answer: A stack is used to store the operands as they are encountered while reading the 
expression. When an operator is encountered, the two most recent operands are popped from 
the stack, the operation is performed, and the result is pushed back onto the stack.

Can all expressions be written in Polish notation or reverse Polish notation?
Answer: Yes, all expressions can be written in Polish notation or reverse Polish notation.

What is the complexity of evaluating expressions in Polish notation and reverse Polish 
notation?
Answer: The complexity of evaluating expressions in Polish notation and reverse Polish notation 
is O(n), where n is the length of the expression. This makes them very efficient for evaluating 
expressions in computer programs.



Lec 34 - Total language tree

1. What is a total language tree?
A total language tree is a tree that represents all possible strings in a language.

How is a total language tree constructed?
A total language tree is constructed by starting with a root node and recursively generating child 
nodes for each possible symbol in the language.

Can a total language tree be infinite?
Yes, a total language tree can be infinite if the language itself is infinite.

What is the difference between a total language tree and a parse tree?
A total language tree represents all possible strings in a language, while a parse tree represents 
only valid strings that conform to the grammar of a context-free language.

What is the benefit of constructing a total language tree?
A total language tree can help in analyzing the properties of a language and identifying patterns 
in the strings that belong to the language.

How is a total language tree related to regular expressions?
A total language tree can be used to construct a regular expression that represents the 
language, by identifying patterns in the tree and simplifying them into regular expressions.

What is the significance of the depth of a node in a total language tree?
The depth of a node in a total language tree represents the length of the string that is 
represented by the path from the root node to the given node.

Can a total language tree represent a context-sensitive language?
Yes, a total language tree can represent a context-sensitive language, but the tree may be 
infinite in size.

What is the relationship between a total language tree and Chomsky hierarchy?
A total language tree can be used to demonstrate the properties of a language and its 
relationship to the Chomsky hierarchy, which classifies languages into four categories based on 
their generative power.

How can a total language tree be used in language processing applications?
A total language tree can be used to generate all possible strings in a language, which can be 
useful in testing language processing algorithms and in building language models.



Lec 35 - Null Production

1. What is a null production in context-free grammars?
Answer: A null production is a production rule in a context-free grammar that generates an 
empty string or no symbols.

What is the purpose of null productions in context-free grammars?
Answer: Null productions can be used to define empty strings or to allow certain parts of a string 
to be optional.

How is a null production denoted in context-free grammars?
Answer: A null production is denoted by the symbol ?, which represents an empty string.

Can a context-free grammar have more than one null production?
Answer: Yes, a context-free grammar can have multiple null productions.

Can a null production be applied to any non-terminal symbol in a context-free grammar?
Answer: No, a null production can only be applied to non-terminal symbols that can generate an 
empty string.

How can null productions be eliminated from a context-free grammar?
Answer: Null productions can be eliminated by removing them and modifying the remaining 
production rules accordingly.

What is the effect of a null production on the language generated by a context-free 
grammar?
Answer: A null production allows for the generation of the empty string, which can affect the 
language generated by the grammar.

Can a context-free grammar generate the empty string without using null productions?
Answer: Yes, a context-free grammar can generate the empty string using other production 
rules or by defining an empty string as a terminal symbol.

How can null productions be used to simplify the production rules of a context-free 
grammar?
Answer: Null productions can be used to simplify the production rules by allowing for certain 
parts of a string to be optional, which can reduce the number of production rules needed.

Can null productions be used in conjunction with other production rules in a context-free 
grammar?
Answer: Yes, null productions can be combined with other production rules in a context-free 
grammar to generate a variety of strings.



Lec 36 - Chomsky Normal Form (CNF)

1. What is Chomsky Normal Form (CNF) in the context of Context-Free Grammar?
Answer: Chomsky Normal Form (CNF) is a standard form of Context-Free Grammar in which all 
production rules have the form A -> BC or A -> a, where A, B, and C are non-terminal symbols, 
and a is a terminal symbol.

Why is it useful to convert a Context-Free Grammar to Chomsky Normal Form?
Answer: Converting a Context-Free Grammar to Chomsky Normal Form makes it easier to 
analyze and manipulate. It simplifies the structure of the grammar and allows for more efficient 
parsing algorithms to be used.

How can we convert a Context-Free Grammar to Chomsky Normal Form?
Answer: The conversion process involves the following steps:

Remove all productions with epsilon (?) on the right-hand side.
Replace all unit productions with the original non-terminal symbol.
Eliminate all non-terminal symbols that do not produce any terminal symbols.
Replace all remaining productions with a length greater than 2 with a series of productions with 
two non-terminals on the right-hand side.
What is the benefit of having Chomsky Normal Form?
Answer: Chomsky Normal Form simplifies the structure of the grammar and allows for more 
efficient parsing algorithms to be used. It also provides a way to prove certain properties of the 
grammar, such as ambiguity.

What are the limitations of Chomsky Normal Form?
Answer: Chomsky Normal Form only applies to context-free grammars, and not all context-free 
grammars can be converted to CNF. The conversion process can also result in an increase in 
the number of production rules.

What is the difference between a context-free grammar and a grammar in Chomsky 
normal form?
Answer: A context-free grammar is a formal grammar consisting of a set of production rules that 
generate a set of strings in a language. A grammar in Chomsky Normal Form is a specific form 
of a context-free grammar where all production rules have the form A -> BC or A -> a, where A, 
B, and C are non-terminal symbols, and a is a terminal symbol.

What is the significance of having only unit or binary production rules in Chomsky 
Normal Form?
Answer: Having only unit or binary production rules in Chomsky Normal Form makes it easier to 
generate parse trees and to apply parsing algorithms. It simplifies the structure of the grammar 
and allows for more efficient processing.

Can every Context-Free Grammar be converted into Chomsky Normal Form?
Answer: Yes, every context-free grammar can be converted into Chomsky Normal Form.

How does Chomsky Normal Form simplify parsing algorithms?
Answer: Chomsky Normal Form simplifies parsing algorithms by reducing the complexity of the 
grammar. This allows for more efficient algorithms to be used, such as the CYK algorithm.



What is the difference between Chomsky Normal Form and Greibach Normal Form?
Answer: Chomsky Normal Form and Greibach Normal Form are two standard forms of context-
free grammars. The main difference is the form of the production rules. In Chomsky Normal 
Form, all production rules are of the form A -> BC or A -> a, where A, B, and C are non-terminal 
symbols, and a is a terminal symbol. In Greibach Normal Form, the production rules are of the 
form A -> aB, where A and B are non-terminal symbols, and a is a terminal symbol.



Lec 37 - A new format for FAs

1. What is a finite automaton (FA)?
Answer: A finite automaton is a mathematical model used to process and recognize languages. 
It is a machine with a finite number of states that reads an input string and transitions from one 
state to another based on the input.

What are some limitations of previous FA formats?
Answer: Previous FA formats were limited in their ability to handle complex languages and input 
sets. They also lacked advanced algorithms for error detection and state minimization.

How does the new FA format improve on previous formats?
Answer: The new FA format offers greater flexibility and efficiency, advanced algorithms for 
state minimization, language recognition, and error detection. It can handle more complex 
languages and input sets and has a simplified syntax, making it easier for novices to use.

What is the significance of advanced algorithms for state minimization?
Answer: State minimization algorithms are used to reduce the number of states in an FA without 
changing its language recognition capability. This results in a more efficient machine that 
requires less memory and processing power.

Can the new FA format be used for natural language processing (NLP)?
Answer: Yes, the new FA format can be used for NLP. Its ability to handle complex languages 
and input sets makes it ideal for applications in this field.

Is the new FA format backward-compatible with previous formats?
Answer: It depends on the specific implementation. In general, the new FA format is designed to 
be compatible with previous formats, but some modifications may be required to ensure 
compatibility.

Can the new FA format be used for machine learning?
Answer: Yes, the new FA format can be used for machine learning. Its ability to process and 
recognize languages makes it useful for applications such as natural language processing and 
speech recognition.

What are some potential drawbacks of the new FA format?
Answer: One potential drawback of the new FA format is that it may be more complex and 
difficult to implement than previous formats. Additionally, some older software and hardware 
may not be compatible with the new format.

How can novices learn to use the new FA format?
Answer: Novices can learn to use the new FA format by studying its syntax and algorithms, 
practicing with sample input strings, and experimenting with simple machines.

What impact will the new FA format have on the field of computer science?
Answer: The new FA format has the potential to revolutionize the field of computer science by 
enabling the development of more sophisticated and efficient systems for processing and 
recognizing languages.



Lec 38 - Nondeterministic PDA

1. What is a nondeterministic pushdown automaton (NPDA)?
Answer: A theoretical model of computation that extends the capabilities of a deterministic 
pushdown automaton (DPDA) by allowing multiple possible transitions from a given state on the 
same input symbol.

What is the primary difference between a DPDA and an NPDA?
Answer: The primary difference is that an NPDA can have multiple possible transitions from a 
given state on the same input symbol, while a DPDA can only have one.

What is a valid component of an NPDA?
Answer: A 5-tuple consisting of a set of states, an input alphabet, a stack alphabet, a transition 
function, and a set of accepting states.

Can an NPDA have multiple start states?
Answer: No, an NPDA can only have one start state.

What does it mean for an NPDA to accept an input string?
Answer: It means that there exists at least one valid path through the machine's states and 
stack that leads to an empty stack at the end of the input.

Can an NPDA accept an input string with an invalid path?
Answer: No, an NPDA can only accept an input string if there exists at least one valid path 
through the machine's states and stack.

What is a nondeterministic choice in an NPDA?
Answer: A nondeterministic choice is when the machine has multiple possible transitions from a 
given state on the same input symbol, and it chooses one of them nondeterministically.

What is a computation tree in an NPDA?
Answer: A tree-like representation of the possible paths the machine can take through its states 
and stack on a given input string.

What is the time complexity of an NPDA?
Answer: It can be either exponential or polynomial, depending on the specific machine and 
input.

Can an NPDA recognize a language that is not context-free?
Answer: No, an NPDA can only recognize context-free languages.



Lec 39 - PDA corresponding to CFG

1. What is a PDA and how does it relate to a CFG?
Answer: A PDA (Pushdown Automaton) is a type of automaton that can recognize languages 
generated by CFGs (Context-Free Grammars). The stack in a PDA allows it to keep track of 
nonterminals in the input string as it reads them, which is a necessary component for 
recognizing languages generated by CFGs.

What are the components of a PDA?
Answer: A PDA consists of a finite set of states, an input tape, a stack, and a transition function. 
The stack allows the PDA to keep track of nonterminals in the input string as it reads them. The 
transition function is based on the current state, the symbol on the input tape, and the symbol at 
the top of the stack.

What is the difference between a deterministic PDA and a non-deterministic PDA?
Answer: A deterministic PDA (DPDA) is a PDA where for every state and input symbol, there is 
at most one possible transition. A non-deterministic PDA (NPDA) is a PDA where for every state 
and input symbol, there may be multiple possible transitions.

How does a PDA accept a string?
Answer: A PDA can accept a string if it reaches an accepting state with an empty stack.

Can a PDA recognize all languages?
Answer: No, a PDA can only recognize languages that are generated by a CFG.

Can a regular language be recognized by a PDA?
Answer: Yes, because every regular language can also be generated by a CFG, which can then 
be recognized by a PDA.

What is the role of the stack in a PDA?
Answer: The stack in a PDA allows it to keep track of nonterminals in the input string as it reads 
them, which is a necessary component for recognizing languages generated by CFGs.

What is the difference between a PDA and a Turing machine?
Answer: A PDA has a stack and a finite set of states, while a Turing machine has an infinite 
tape and an infinite number of states. A Turing machine is more powerful than a PDA in terms of 
the languages it can recognize.

Can a PDA recognize the complement of a context-free language?
Answer: No, the complement of a context-free language is not necessarily context-free, so a 
PDA may not be able to recognize it.

Can a PDA recognize the language {0^n1^n2^n}?
Answer: No, the language {0^n1^n2^n} is not context-free, so it cannot be recognized by a PDA.



Lec 40 - Conversion form of PDA

1. What is the difference between a CFG and a PDA?
Answer: A CFG is a formal grammar that generates a set of strings, while a PDA is a type of 
automaton that accepts or rejects input strings based on a set of rules.

What is the purpose of converting a CFG to a PDA?
Answer: The purpose is to create an equivalent PDA that recognizes the same language as the 
original CFG.

What is the stack used for in the PDA?
Answer: The stack is used to keep track of symbols as the PDA processes an input string.

What is a non-deterministic PDA (NPDA)?
Answer: An NPDA is a type of PDA that allows for multiple transitions from a given state, which 
can lead to multiple possible paths through the automaton.

What is the acceptance condition for a PDA?
Answer: The acceptance condition is that the PDA must reach a final state and have an empty 
stack.

What is the role of the transition function in the PDA?
Answer: The transition function determines how the PDA transitions between states based on 
the current input symbol and the symbol at the top of the stack.

How is each nonterminal symbol in the CFG assigned to a state in the PDA?
Answer: Each nonterminal symbol is assigned to a unique state in the PDA.

How is each rule in the CFG converted to a transition in the PDA?
Answer: Each rule in the CFG is converted to a transition that pushes or pops symbols onto the 
stack and transitions between states.

What is the relationship between the number of transitions in the PDA and the number of 
rules in the CFG?
Answer: The number of transitions in the PDA can be greater or less than the number of rules in 
the CFG.

Can any CFG be converted to an equivalent PDA?
Answer: Yes, it is always possible to convert any CFG to an equivalent PDA.



Lec 41 - Non-Context-Free language

1. What is a non-context-free language?
Answer: A non-context-free language is a language that cannot be generated by a context-free 
grammar. These languages require more powerful formalisms like context-sensitive grammars 
or Turing machines.

What is the difference between context-free and non-context-free languages?
Answer: Context-free languages can be generated by context-free grammars, while non-
context-free languages cannot. Non-context-free languages require more powerful formalisms 
like context-sensitive grammars or Turing machines.

Give an example of a non-context-free language.
Answer: The language of palindromes is an example of a non-context-free language. It cannot 
be generated by a context-free grammar.

Can a non-context-free language be recognized by a finite automaton?
Answer: No, a non-context-free language cannot be recognized by a finite automaton. It 
requires more powerful formalisms like a pushdown automaton or a Turing machine.

What is the significance of non-context-free languages?
Answer: Non-context-free languages have important applications in programming language 
design, natural language processing, and theoretical computer science. Understanding their 
properties and limitations is essential for building complex systems that can handle natural 
language and other forms of structured data.

What is the Chomsky hierarchy?
Answer: The Chomsky hierarchy is a way of classifying formal languages based on the types of 
grammars that can generate them. The hierarchy consists of four levels: regular, context-free, 
context-sensitive, and unrestricted.

Can a regular grammar generate a non-context-free language?
Answer: No, a regular grammar cannot generate a non-context-free language. Non-context-free 
languages require more powerful formalisms like context-sensitive grammars or Turing 
machines.

What is the relationship between context-sensitive grammars and non-context-free 
languages?
Answer: Context-sensitive grammars can generate non-context-free languages. Non-context-
free languages require more powerful formalisms like context-sensitive grammars or Turing 
machines.

What is the Pumping Lemma for context-free languages?
Answer: The Pumping Lemma for context-free languages is a tool used to prove that a 
language is not context-free. It states that for any context-free language L, there exists a 
constant n such that any string in L with length greater than n can be divided into five pieces, 
uvxyz, such that |vxy| ? n, |vy| ? 1, and for all i ? 0, the string uv^ixy^iz is also in L.

Can a context-sensitive grammar generate a regular language?
Answer: Yes, a context-sensitive grammar can generate a regular language. All regular 



languages are also context-sensitive.



Lec 42 - Pumping lemma for CFLs

1. What is the pumping lemma for context-free languages?
Answer: The pumping lemma for context-free languages is a tool used to prove that a language 
is not context-free.

What is the purpose of the pumping lemma for context-free languages?
Answer: The purpose of the pumping lemma for context-free languages is to identify non-
context-free languages and to prove their properties.

What is the pumping length in the pumping lemma for context-free languages?
Answer: The pumping length in the pumping lemma for context-free languages is a constant n 
such that any string in the language with length greater than n can be divided into five pieces.

What is the requirement for the decomposition of a string in the pumping lemma for 
context-free languages?
Answer: The requirement is that |vxy| ? n, |vy| ? 1, and for all i ? 0, the string uv^ixy^iz is also in 
the language.

What is the significance of the pumping lemma for context-free languages in theoretical 
computer science?
Answer: The pumping lemma for context-free languages is significant because it helps in 
understanding the limitations of context-free grammars and recognizing non-context-free 
languages.

Can the pumping lemma for context-free languages be used to recognize all context-free 
languages?
Answer: No, the pumping lemma for context-free languages cannot be used to recognize all 
context-free languages.

How is the pumping lemma for context-free languages different from the pumping lemma 
for regular languages?
Answer: The pumping lemma for context-free languages is more complex than the pumping 
lemma for regular languages because context-free languages have more complex structures.

How can the pumping lemma for context-free languages be used to prove that a 
language is not context-free?
Answer: The pumping lemma for context-free languages can be used to show that a language 
violates the conditions of the lemma, which proves that the language is not context-free.

What is the importance of the pumping lemma for context-free languages in language 
theory?
Answer: The pumping lemma for context-free languages is important because it helps to identify 
non-context-free languages, which is essential for understanding the hierarchy of formal 
languages.

Can the pumping lemma for context-free languages be used to prove that a language is 
context-free?
Answer: No, the pumping lemma for context-free languages can only be used to prove that a 
language is not context-free, but it cannot be used to prove that a language is context-free.





Lec 43 - Decidablity

1. What is decidability?
Answer: Decidability refers to the property of a problem or language being solvable by an 
algorithm or computer program.

What is the difference between decidable and undecidable problems?
Answer: A decidable problem is one that can be solved by an algorithm or computer program, 
while an undecidable problem is one that cannot be solved by any algorithm or computer 
program.

What is the halting problem?
Answer: The halting problem is a classic example of an undecidable problem that asks whether 
a given program will eventually halt or run forever.

What is the Church-Turing thesis?
Answer: The Church-Turing thesis states that any effectively computable function can be 
computed by a Turing machine or equivalent model of computation.

Can all decision problems be solved by a computer program?
Answer: No, not all decision problems can be solved by a computer program. Some problems 
are undecidable, which means that there is no algorithm that can solve them.

What is the difference between decidable and semi-decidable problems?
Answer: A decidable problem is one that can be solved by an algorithm, while a semi-decidable 
problem is one that can be partially solved by an algorithm.

What is an example of a semi-decidable problem?
Answer: The halting problem is an example of a semi-decidable problem.

What is the significance of decidability in computer science?
Answer: Decidability is an important concept in computer science as it helps us to understand 
the limits of what can and cannot be computed by an algorithm or computer program.

Can a problem be undecidable in one model of computation but decidable in another?
Answer: Yes, a problem can be undecidable in one model of computation but decidable in 
another.

What is the relationship between the halting problem and the concept of decidability?
Answer: The halting problem is an example of an undecidable problem, which demonstrates 
that not all problems can be solved by an algorithm or computer program, and hence, not all 
problems are decidable.



Lec 44 - Parsing Techniques

1. What is parsing and why is it necessary in computer science?
Parsing is the process of analyzing a sequence of tokens or symbols according to the rules of a 
formal grammar. It is necessary in computer science because it allows a computer program to 
convert input data into a structured representation that can be processed.

What is the difference between top-down and bottom-up parsing?
Top-down parsing starts at the root of the parse tree and works downwards towards the leaves, 
while bottom-up parsing starts at the leaves of the parse tree and works upwards towards the 
root.

What is a predictive parsing table?
A predictive parsing table is a table that is used in LL parsing to determine which production rule 
to apply next based on the current input symbol and the top of the parsing stack.

What is the difference between LL and LR parsing?
LL parsing is a top-down parsing technique that reads input from left to right and produces a 
leftmost derivation, while LR parsing is a bottom-up parsing technique that reads input from left 
to right and produces a rightmost derivation.

What is a shift-reduce parser?
A shift-reduce parser is a bottom-up parser that uses a stack to keep track of the symbols in the 
input and the rules of the grammar. It works by repeatedly shifting symbols onto the stack and 
then reducing them according to the rules of the grammar.

What is the difference between SLR and LR(1) parsing?
SLR parsing is a simpler and less powerful variant of LR(1) parsing. It uses a smaller parsing 
table and can only handle a subset of LR(1) grammars.

What is a parsing tree and how is it constructed?
A parsing tree is a data structure that represents the syntactic structure of a sequence of tokens 
or symbols. It is constructed by applying the production rules of a formal grammar to the input 
sequence of symbols.

What is a left-recursive grammar and why is it problematic for some parsing techniques?
A left-recursive grammar is a grammar in which the left-hand side of a production rule can 
derive a string that starts with the same nonterminal symbol. This can cause problems for some 
parsing techniques, such as top-down parsing, which can get stuck in an infinite loop.

What is a grammar ambiguity and how is it resolved?
A grammar ambiguity is a situation where a single input can be parsed in multiple ways. It can 
be resolved by either modifying the grammar to remove the ambiguity or by using a parsing 
technique that can handle ambiguous grammars, such as GLR parsing.

What is the difference between a regular language and a context-free language, and how 
does this affect parsing?
A regular language is a language that can be recognized by a finite-state automaton, while a 
context-free language is a language that can be generated by a context-free grammar. Parsing 
techniques for regular languages are generally simpler and more efficient than parsing 



techniques for context-free languages.



Lec 45 - Turing machine

1. What is the purpose of a Turing machine?
Answer: The purpose of a Turing machine is to simulate any computer algorithm given enough 
time and memory.

What is the tape in a Turing machine?
Answer: The tape is a linear sequence of cells that can hold symbols. It can be infinite in length 
and is used to store input data and intermediate results.

What is the read/write head in a Turing machine?
Answer: The read/write head is a device that can move along the tape and read or write 
symbols.

What is the finite control in a Turing machine?
Answer: The finite control is a set of rules that determines the next action based on the current 
state and the symbol being read.

Can a Turing machine solve any problem that can be solved algorithmically?
Answer: Yes, a Turing machine can solve any problem that can be solved algorithmically.

Are there any problems that cannot be solved by a Turing machine?
Answer: Yes, there are problems that cannot be solved by a Turing machine. An example is the 
halting problem.

What is the significance of the halting problem in the context of Turing machines?
Answer: The halting problem demonstrates the limitations of computing machines and shows 
that there are some problems that cannot be solved algorithmically.

What is the Church-Turing thesis?
Answer: The Church-Turing thesis states that any problem that can be solved algorithmically 
can be solved by a Turing machine.

What is the difference between a deterministic and non-deterministic Turing machine?
Answer: A deterministic Turing machine always produces the same output for a given input, 
while a non-deterministic Turing machine may have multiple possible outputs for a given input.

What is the time complexity of a Turing machine?
Answer: The time complexity of a Turing machine is the number of steps it takes to solve a 
problem, and it is used to analyze the efficiency of algorithms.




